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ABSTRACT
Implementing the multilingual Semantic Web vision requires trans-
forming unstructured data in multiple languages from the Docu-
ment Web into structured data for the multilingual Web of Data. We
present the multilingual version of FOX, a knowledge extraction
suite which supports this migration by providing named entity
recognition based on ensemble learning for five languages. Our
evaluation results show that our approach goes beyond the per-
formance of existing named entity recognition systems on all five
languages. In our best run, we outperform the state of the art by a
gain of 32.38% F1-Score points on a Dutch dataset. More informa-
tion and a demo can be found at http://fox.aksw.org as well as an
extended version of the paper1 descriping the evaluation in detail.

CCS CONCEPTS
• Information systems→ Information extraction; •Comput-
ing methodologies → cross validation; Ensemble methods; Super-
vised learning by classification;
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1 INTRODUCTION
The recognition of named entities (Named Entity Recognition, short
NER) in natural language texts plays a central role in knowledge
extraction, i.e., the extraction of facts from texts in natural language.
A plethora of approaches and frameworks (see, i.a., [7, 9, 11, 12, 17,
27, 33]) have hence been devised to address this task. The knowledge
extraction suite FOX [31] integrates NER systems as well as named
entity disambiguation approaches (NED). It is already an integral
part of several applications [4, 14, 16, 18, 23, 28, 30, 35–37] and its
demo service2 receives more than 1 million calls per month from
organizations around the world.

While the ensemble learning approach behind FOX has already
been shown to work well for English [31], this approach was not
deployed on other languages so far. In this paper, we present and
evaluate the new version of the FOX application, which uses en-
semble learning on five languages and outperforms the state of the
art on the NER task.

The rest of this paper is structured as follows: We begin with a
brief overview of the state of the art in NER and in the combination
of NER systems. Then, in Section 3, we give a short overview of

1http://github.com/dice-group/FOX/tree/master/evaluation/fox_long.pdf
2http://fox-demo.aksw.org

FOX ’s inner workings. In Section 4, we compare the results achieved
by our evaluation on the silver and gold standard datasets. Finally,
we discuss the insights provided by our evaluation and possible
extensions of our approach in Section 5.

2 RELATEDWORK
NER tools and frameworks implement a broad spectrum of ap-
proaches, which can be subdivided into three main categories:
dictionary-based, rule-based and machine learning approaches
[20]. The first systems for NER implemented dictionary-based ap-
proaches, which relied on a list of named entities (NEs) and tried
to identify these in text [1, 38]. Following work then showed that
these approaches did not perform well for NER tasks such as rec-
ognizing proper names [29]. Thus, rule-based approaches were
introduced. These approaches rely on hand-crafted rules [5, 34]
to recognize NEs. Most rule-based approaches combine dictionary
and rule-based algorithms to extend the list of known entities.
Nowadays, hand-crafted rules for recognizing NEs are usually im-
plemented when no training examples are available for the domain
or language to process [21]. When training examples are available,
the methods of choice are borrowed from supervised machine-
learning. Approaches such as Hidden Markov Models [39], Maxi-
mum Entropy Models [6] and Conditional Random Fields [13] have
been applied to the NER task. Due to scarcity of large training cor-
pora as necessitated by supervised machine-learning approaches,
the semi-supervised [20, 25] and unsupervised machine-learning
paradigms [10, 22] have also been used for extracting NER from
text. [20] gives an exhaustive overview of approaches for the task.

This paper extends previous works ([23, 31, 32]) mainly by intro-
ducing a broadened language support and by performing a thorough
evaluation of the extensions on multilingual datasets. Thus, the
work in [31] (an ensemble learning approach for NER in English)
is the closest related work to this paper.

3 OVERVIEW
FOX is an ensemble learning-based NER framework. For a given
language, the framework integrates NER tools as follows: Given
any input text t , FOX first forwards t to each of the n tools it in-
tegrates. The result of each tool Ti is a piece of annotated text ti ,
in which each token is assigned either a particular class or a zero
class (not part of the label of a named entity). Each token in t is
then represented as a vector of length n which contains the classifi-
cation assigned to it by each tool. This classification is forwarded
to the multilayer perceptron (MLP), whose input layer contains
one neuron for each possible combination of tool and class. The
output layer of the network in the MLP contains exactly as many
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classes as recognized by FOX . The trained neural network returns
a classification for each token of t , which is the final classification
assigned by FOX for the said token. In a final step, sequences of
token which belong to the same class are merged to a single entity.

3.1 Evaluation Setup
We evaluated our approach using existing tools (which were not
retrained) and a 10-fold cross validation to train our MLP. The MLP
was implemented using the Weka library [15] and uses default op-
tions. We rely on the macro average F-measure to determine the
performance of tools over the different entity types. Our evaluation
was token-based like in [31], i.e., we regarded partial matches of
multi-word units as being partially correct. For example, our eval-
uation dataset considered “Franziska Barbara Ley” as being an
instance of Person. If a tool generated “Franziska” as being a Person
and omitted “Barbara Ley”, it was assigned 1 true positive and
2 false negatives. We tested the significance of our experimental
results using the Wilcoxon signed rank test [8] implemented in
R [26]. We set the tests confidence interval to 95%.

We integrated five base classifiers (Stanford [11, 12, 17]3, Illi-
nois [27]4, OpenNLP [2]5, Balie [19]6 and Spotlight [7]7). Each sup-
ports one or more of the five languages we take into account in this
paper (German, English, Spanish, French and Dutch). The exact
language support of each tool can be seen in the result tables in
section 4. Throughout our experiments, we only considered the
performance on the entity types Location, Organization and Person.
To this end, we mapped the entity types of each of the datasets and
tools to these three types.

We used the silver standard datasetsWikiDE,WikiEN,WikiES,
WikiFR andWikiNL provided by [24], which presents a multilingual
state of the art semi-supervised learning approach that provides a
multilingual annotated corpora by exploiting the text and structure
of Wikipedia. In addition, we used the datasets testa ES, testb ES,
train ES (Spanish) and testa NL, testb NL, train NL (Dutch), which
are gold standard data sets from the CoNLL-2002 shared task8. The
first dataset of each language is the test a, the second the test b
and the last the training dataset from the shared task. We reused
the datasets in our evaluation without the entity type B-MISC and
I-MISC, as we aimed to classify persons, organizations and locations.
For the German dataset train DE, we reused the full training dataset
in [3]. The dataset is based on the GermEval 20149 dataset. We
reuse this dataset without the entity type B-OTH and I-OTH.

4 RESULTS
The results of the 10-fold validation in terms of average F-measure
(F1-ScoreT ) as well as the average precision (preT ) achieved by
the base classifiers and our approach over the 10 dataset sizes for
each language for the silver standard datasets are shown in Table 1.
An overview of the values of the F1-ScoreT and preT on the gold
standard datasets are given in Table 2.

3http://nlp.stanford.edu:8080/ner/process
4http://cogcomp.cs.illinois.edu/page/demo_view/ner
5http://opennlp.apache.org/download.html
6http://balie.sourceforge.net
7http://spotlight.sztaki.hu/downloads
8http://www.cnts.ua.ac.be/conll2002/ner
9http://sites.google.com/site/germeval2014ner

4.1 Silver Standards Datasets
The highest value achieved by a classifier on each of the languages is
marked in each row in Table 1. In our experiments, the combination
of all base classifiers within the ensemble learning reaches the
highest value on all languages.

The highest increase of the average F1-ScoreT is achieved on
the WikiNL dataset for Dutch with an increase of +32.38% over
the best base classifier (OpenNLP on this dataset). Datasets and
increases for other languages include WikiES for Spanish with
+29.45% increase (Stanford is 2nd-best), WikiFR for French +22.95%
(vs. Spotlight),WikiEN for English with +3.01% increase (Stanford is
2nd-best) and +3.28% increase on WikiDE for German compared
with Stanford. It is noteworthy that the Stanford tool performs
significantly better on its supported languages (German, English,
Spanish) than all other integrated base classifiers. For Dutch and
French the best base classifier is OpenNLP. Our approach performs
best on the English dataset (79.01% F1-score) and worst on the
German (63.00%). Furthermore, our experiments reveal that training
with 500 sentences suffices to train ourMLP to achieve the F1-scores
aforementioned.

Overall, FOX is significantly better (F1-score, Wilcoxon test, 95%
confidence) than the single NER base classifiers on each of the five
languages we evaluated against. In two cases (English and German),
the averaged preT with the ensemble learning approach reaches
the highest value as well.

4.2 Gold Standard Datasets
An overview of the values of the F1-ScoreT and preT on the gold
standard datasets is given in Table 2. The rows of the table provide
the performance on the researched datasets and the columns the
performance of the base classifiers alongwith the ensemble learning
approach named FOX in the table. The highest value of a classifier
on a language is marked in each row.

For German, we observe a performance boost by +31.96% on
F1-ScoreT with the combination of all base classifiers. In compari-
son, the Stanford system performs best as single base classifier with
45.97% F1-ScoreT and the combination of all NER base classifiers
with ensemble learning reaches 60.66% F1-ScoreT .

We also observe an increased performance on Spanish over all
three datasets with the combination of all base classifiers and reach
74.26%, 76.26% and 77.61% F1-ScoreT . Here, the Stanford system
performs best as single base classifier on the testa dataset (68.12%),
butOpenNLP on the testb (64.73%) and train dataset (72.53%). On this
datasets we increased the performance of F1-ScoreT by +9.014%,
+17.81%, +7.004%. Spotlight performs worst in this scenario.

The increased performance is also seen in Dutch. Here, we ob-
serve an increased performance on two datasets (testa NL and testb
NL) with the combination of all base classifiers. On these datasets
we reach 59.57% and 63.28% F1-ScoreT . On the train NL the ensem-
ble learning approach reaches just 68.06% but OpenNLP reaches a
slightly better performance with 70.85% F1-ScoreT , which reduces
the performance by -4.10%. On the other side we observe an in-
creased preT by +6.97% from 74.11% to 79.28% on this dataset. The
reason for this rogue result can be founded in the low number of
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Table 1: Averaged F1-ScoreT and averaged preT achieved on silver standards (in percentage).

dataset Balie Illinois OpenNLP Spotlight Stanford FOX

F1-ScoreT /preT F1-ScoreT /preT F1-ScoreT /preT F1-ScoreT /preT F1-ScoreT /preT F1-ScoreT /preT
DE 35.91/50.88 - - 34.06/79.17 61.33/74.20 63.00/74.46
EN 56.23/64.87 70.57/70.14 46.30/58.53 57.22/74.21 76.70/78.61 79.01/81.33
ES 38.71/63.02 - 35.80/45.57 30.75/34.42 49.88/50.13 64.57/74.58
FR 47.12/71.53 - 58.40/86.01 58.48/87.97 - 71.90/82.95
NL - - 49.41/79.96 48.12/75.12 - 65.41/79.91

Table 2: Averaged F1-ScoreT and averaged preT achieved on gold standard (in percentage).

dataset Balie OpenNLP Spotlight Stanford FOX

F1-ScoreT /preT F1-ScoreT /preT F1-ScoreT /preT F1-ScoreT /preT F1-ScoreT /preT
testa ES 42.67/61.00 56.57/70.34 13.03/17.54 68.12/65.20 74.26/74.70
testb ES 43.59/65.09 64.73/73.17 21.97/50.04 59.16/68.98 76.26/76.53
train ES 38.53/58.66 72.53/72.65 28.60/28.30 66.58/63.96 77.61/77.35

testa NL - 57.26/79.09 21.49/66.24 - 59.67/82.02
testb NL - 60.46/77.75 39.27/71.92 - 63.28/71.57
train NL - 70.85/74.11 35.19/64.45 - 68.06/79.28

train DE 28.33/37.70 - 35.34/76.00 45.97/53.69 60.66/78.22

base classifiers. In our evaluation, just two NER base classifiers sup-
port the Dutch language. Spotlight performs poor on this datasets
for the same reason as on the Spanish gold standard datasets.

Overall, our approach improved the performance of the F1-ScoreT
measure on six out of seven datasets compared to the base classifiers
in our evaluation pipeline on the gold standard datasets. Moreover,
our approach improved the performance of the pret measure on
also six gold standard datasets. On five datasets, the ensemble learn-
ing for NER performs better on the F1-ScoreT as well as on the
pret measure.

5 CONCLUSION AND FUTUREWORK
In this paper, we presented an ensemble learning approach for mul-
tilingual named entity recognition for improving the performance
on the named entity recognition task. We presented the underlying
pipeline with its components including the setup and datasets. We
evaluated the ensemble learning approach for multilingual named
entity recognition and showed empirically that the ensemble learn-
ing approach with a multilayer perceptron on the named entity
recognition task improves the performance on nearly all datasets
used in this paper, except for one case. The one exception is most
likely reasoned in the lack of the numbers of base classifiers for the
ensemble learning algorithm but finding the reason to this is out
of the scope of this paper and possible future work. The results on
the different dataset sizes reveal that training with 500 sentences
suffices to train our MLP to achieve the F1-scores aforementioned.

In the evaluation process we carried out the experiments on
all possible combinations of the named entity recognition base
classifier. The combination of all base classifiers reached the highest

performance on all datasets. We suggest that this combination
works best for the task at hand.

We have integrated the results of this evaluation into the FOX
framework10, which is open source, freely available and ready to use
via a RESTful web service by the community. Thus, we push forward
the version of the multilingual Web of Data with a multilingual
state of the art system. Moreover, FOX provides the results in NIF11
and enriches the results with provenance information by using the
PROV-O ontology12 as well as it links the results with the integrated
NED tool Agdistis to the DBpedia knowledge base. We extended
the framework with the new version of Agdistis to support a better
entity linking.

In the near future, we plan to integrate more NER tools in the
frameworks pipeline with the aim to improve the performance
particularly for languages with just a few tools integrated in the
current version, e.g. Dutch and for languages that are currently
missing in the pipeline, e.g. Italian.
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