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Abstract. In the last years, the amount of semantic data available in the Web has increased dramatically. The potential of this vast amount of data is enormous but in most cases it is very difficult for users to explore and use this data, especially for those without experience with Semantic Web technologies. Applying information visualization techniques to the Semantic Web helps users to easily explore large amounts of data and interact with them. In this article we devise a formal Linked Data Visualization model (LDVM), which allows to dynamically connect data with visualizations. In order to achieve such flexibility and a high degree of automation the LDVM is based on a visualization workflow incorporating analytical extraction and visual abstraction steps. We report about our comprehensive implementation of the Linked Data Visualization model comprising a library of generic visualizations that enable to get an overview on, visualize and explore the Data Web.

1 Introduction

In the last years, the amount of semantic data available on the Web has increased dramatically, especially thanks to initiatives like Linked Open Data (LOD). The potential of this vast amount of data is enormous but in most cases it is very difficult and cumbersome for users to visualize, explore and use this data, especially for lay-users without experience with Semantic Web technologies.

Visualizing and interacting with Linked Data is an issue that has been recognized from the beginning of the Semantic Web (cf. e.g. [2]). Applying information visualization techniques to the Semantic Web helps users to explore large amounts of data and interact with them. The main objectives of information visualization are to transform and present data into a visual representation, in such a way that users can obtain a better understanding of the data [3]. Visualizations are useful for obtaining an overview of the datasets, their main types, properties and the relationships between them.

Compared to prior information visualization strategies, we have a unique opportunity on the Data Web. The unified RDF data model being prevalent on the Data Web enables us to bind data to visualizations in an unforeseen and dynamic way. An information visualization technique requires certain data
structures to be present. When we can derive and generate these data structures automatically from reused vocabularies or semantic representations, we are able to realize a largely automatic visualization workflow. Ultimately, we aim to realize an ecosystem of data extractions and visualizations, which can be bound together in a dynamic and unforeseen way. This will enable users to explore datasets even if the publisher of the data does not provide any exploration or visualization means.

Most existing work related with visualizing RDF is focused on concrete domains and concrete datatypes. However, finding the right visualization for a given dataset is not an easy task [4]: ‘One must determine which questions to ask, identify the appropriate data, and select effective visual encodings to map data values to graphical features such as position, size, shape, and color. The challenge is that for any given data set the number of visual encodings – and thus the space of possible visualization designs – is extremely large.’

The Linked Data Visualization Model (LDVM) we propose in this paper allows to connect different datasets with different visualizations in a dynamic way. In order to achieve such flexibility and a high degree of automation the LDVM is based on a visualization workflow incorporating analytical extraction and visual abstraction steps. Each of the visualization workflow steps comprises a number of transformation operators, which can be defined in a declarative way. As a result, the LDVM balances between flexibility of visualization options and efficiency of implementation or configuration. Ultimately we aim to contribute with the LDVM to the creation of an ecosystem of data publication and data visualization approaches, which can co-exist and evolve independently.

Our main contributions are in particular:

1. The adoption of the Data State Reference Model [5] for the RDF data model through the creation of a formal Linked Data Visualization model, which allows to dynamically connect data with visualizations.
2. A comprehensive, scalable implementation of the Linked Data Visualization model comprising a library of generic data extractions and visualizations that allow to obtain an overview on, visualize and explore the Data Web in real-time.

The remainder of this paper is organized as follows: Section 2 discusses related work. Section 3 introduces the Linked Data Visualization Model. Section 4 describes an implementation of the model and Section 5 presents its evaluation with different datasets and visualizations. Finally, Section 6 contains conclusions and future work.

2 Related Work

Related work can be roughly classified into tools supporting Linked Data visualization and exploration, data visualization in general as well as approaches for visualizing and interacting with particularly large datasets.
2.1 Linked Data Visualization and Exploration

Exploring and visualizing Linked Data is a problem that has been addressed by several projects. Dadzie et al. \cite{1} analyzed some of those projects concluding that most of them are designed only for tech-users and do not provide overviews on the data.

*Linked Data browsers* such as Disco \cite{6}, Tabulator \cite{7} or Explorator \cite{8} allow users to navigate the graph structures and usually display property-value pairs in tables. They provide a view of a subject, or a set of subjects and their properties, but not any additional support getting a broader view of the dataset being explored. Rhizomer \cite{9} provides an overview of the datasets and allows to interact with data through Information Architecture components such as navigation menus, breadcrumbs and facets. However, it needs to precompute some aggregated values and does not include visualizations.

*Graph-based tools* such as Fenfire \cite{10}, RDF-Gravity \cite{11}, IsaViz \cite{12} provide node-link visualizations of the datasets and the relationships between them. Although this approach can help obtaining a better understanding of the data structure, in some cases graph visualization does not scale well to large datasets \cite{13}. Sometimes the result is a complex graph difficult to manage and understand \cite{14}.

There are also *JavaScript-based tools* to visualize RDF. Sgvizler \cite{15} renders the results of SPARQL queries into HTML visualizations such as charts, maps, treemaps, etc. However, it requires SPARQL knowledge in order to create RDF visualizations. LODWheel \cite{16} also provides RDF visualizations for different data categories but it is focused on visualizing vocabularies used in DBpedia.

Other tools are restricted to visualizing and browsing concrete domains, e.g. LinkedGeoData browser \cite{17} or map4rdf \cite{18} for spatial data, FoaF Explorer \cite{19} to visualize RDF documents adhering to the FOAF vocabulary.

To summarize, most of the existing tools make it difficult for non-technical users to explore linked data or they are restricted to concrete domains. None of them provide generic visualizations for RDF data. Consequently, it is still difficult for end users to obtain an overview of datasets, comprehend what kind of structures and resources are available and what properties resources typically have and how they are mostly related with each other.

2.2 Data Visualization

Regarding data visualization, most of the existing work is focused on categorizing visualization techniques and systems \cite{20}. For example, \cite{21} and \cite{22} propose different taxonomies of visualization techniques. However, most visualization techniques are only compatible with concrete domains or data types \cite{3}.

\begin{itemize}
  \item \url{http://semweb.salzburgresearch.at/apps/rdf-gravity}
  \item \url{http://www.w3.org/2001/11/IsaViz}
  \item \url{http://code.google.com/p/sgvizler/}
  \item \url{http://oegdev.dia.fi.upm.es/map4rdf/}
  \item \url{http://xml.mfd-consult.dk/foaf/explorer/}
\end{itemize}
Chi’s Data State Reference Model [5] defines the visualization process in a
generic way. It describes a process for transforming raw data into a concrete vi-
sualization by defining four data stages as well as a set of data transformations
and operators. This framework provides a conceptual model that allows to iden-
tify all the components in the visualization process. In Section 3 we describe how
this model serves as a starting point for our Linked Data Visualization Model.

2.3 Visualizing and interacting with large-scale datasets

For data analysis and information visualization, Shneiderman proposed a set
of tasks based on the visual information seeking mantra: “overview first, zoom
and filter, then details on demand” [18]. Gaining overview is one of the most
important user tasks when browsing a dataset, since it helps end users to un-
derstand the overall data structure. It can also be used as starting point for
navigation. However, overviews become difficult to achieve with large heteroge-
neous datasets, which is typical for Linked Data. A common approach to obtain
an overview and support the exploration of large datasets is to structure them
hierarchically [19]. Hierarchies allow users to visualize different abstractions of
the underlying data at different levels of detail. Visual representations of hier-
archies allow to create simplified versions of the data while still maintaining the
general overview.

There are several techniques for visualizing hierarchical structures. One ap-
proach to provide high level overviews are Treemaps [20]. Treemaps use a rect-
angle to show the tree root and its children. Each child has a size proportional
to the cumulative size of its descendants. They are a good method to display
the size of each node in a hierarchy. In CropCircles [21] each node in the tree is
represented by a circle. Every child circle is nested inside its parent circle. The
diameter of the circles are proportional to the size of their descendants. Space-
Trees [22] combines the conventional layout of trees with zooming interaction.
Branches of the tree are dynamically rescaled to fit the available space.

For datasets containing spatial data, another approach for obtaining an
overview is to point resources on a map. Clustering [23] and organizing resources
into hierarchies [24] are the most commonly used approaches for exploring large
datasets on maps.

By applying these techniques it is possible to build interactive hierarchical
visualizations that support the visual information seeking mantra proposed by
Shneiderman.

3 Linked Data Visualization Model

In this section we present the Linked Data Visualization Model by first giving
an overview, then formalizing key elements of the model and finally showcasing
the model in action with a concrete example.
3.1 Overview

We use the Data State Reference Model (DSRM) proposed by Chi [5] as conceptual framework for our Linked Data Visualization Model (LDVM). While the DSRM describes the visualization process in a generic way, we instantiate and adopt this model with LDVM for the visualization of RDF and Linked Data. The names of the stages, transformations and operators have been adapted to the context of Linked Data and RDF. Figure 1 shows an overview of LDVM. It can be seen as a pipeline, which originates in one end with raw data and results in the other end with the visualization.

Fig. 1. High level overview of the Linked Data Visualization Model.

The LDVM pipeline is organized in four stages that data needs to pass through:

1. **RDF Data**: the raw data, which can be all kinds of information adhering to the RDF data model, e.g. instance data, taxonomies, vocabularies, ontologies, etc.
2. **Analytical extraction**: data extractions obtained from raw data, e.g. calculating aggregated values.
3. **Visual abstraction**: information that is visualizable on the screen using a visualization technique.
4. **View**: the result of the process presented to the user, e.g. plot, treemap, map, timeline, etc.

Data is propagated through the pipeline from one stage to another by applying three types of transformation operators:

1. **Data transformation**: transforms raw data values into analytical extractions declaratively (using SPARQL query templates).
2. **Visualization transformation**: takes analytical extractions and transforms them into a visualization abstraction. The goal of this transformation is to condense the data into a displayable size and create a suitable data structure for particular visualizations.
3. **Visual mapping transformation**: processes the visualization abstractions in order to obtain a visual representation.

There are also operators within each stage that do not change the underlying data but allow to extract data from each stage or add new information. These are:

1. **SPARQL Operators**: SPARQL functions, e.g. SELECT, FILTER, COUNT, GROUP BY, etc.
2. **Analytical Operators**: functions applied to the data extractions, e.g. select a subset of data.
3. **Visualization Operators**: visual variables, e.g. visualization technique, sizes, colors, etc.
4. **View Operators**: actions applied to the view, e.g. rotate, scale, zoom, etc.

As illustrated in Figure 2, our model allows to connect different RDF datasets and different data extractions with different visualization techniques. Not all datasets are compatible with all data extractions and each data extraction is only compatible with some visual configurations.

Each dataset offers different data structures to be extracted, e.g. class hierarchy, property hierarchy, geospatial data, etc. Each data extraction can be visualized with different configurations, which contain information such as the visualization technique to use, colors, etc. Then, a concrete visualization is generated depending on the data extraction and the visual configuration.

In summary, the model is divided in two main areas: data space and visual space. The RDF data stage, analytical extraction stage and data transformation belong to the data space, while visual abstraction stage, view stage and visual mapping transformation belong to the visual space. These two main blocks are connected by a visualization transformation.

### 3.2 Formalization

The RDF data model enables us to bind data to visualizations in a dynamic way while the LDVM allows to connect datasets with data extractions and visualizations. However, the compatibility between data and concrete visualizations needs to be determined.
In this section we formalize the extraction and generation of visualization data structures (in the analytical extraction stage) as well as the visualization configuration (in the visualization abstraction stage). Our visual data extraction structure is capturing the information required to (a) determine whether a certain dataset is compatible with a certain analytical extraction and (b) process a compatible dataset and extract a relevant subset (or aggregation) of the data as required by compatible visualization configurations. Our visual configuration structure determines whether a certain analytical extraction is compatible with a certain visualization technique.

**Definition 1 (Visualization Data Extraction).** The visualization data extraction defines how data is accessed for the purpose of visualizations. Our visualization data extraction structure comprises the following elements:

- a compatibility check function (usually a SPARQL query), which determines whether a certain dataset contains relevant information for this data extraction,
- a possibly empty set \( D \) of data extraction parameters,
- a set tuples \((q, \sigma_q)\), with \( q \) being a SPARQL query template containing placeholders mapped to the data extractions parameters \( D \) and \( \sigma_q \) being the signature of the SPARQL query result, i.e. the number of columns returned by queries generated from \( q \) and their types.

Visual data extractions define how data can be extracted declaratively using SPARQL query templates for visualization. Visual configurations are the corre-
sponding structures on the visualization space side, that can receive extracted data:

**Definition 2 (Visualization Configuration).** The visualization configuration is a data structure, which accommodates all configuration information required for a particular type of visualization. This includes:

- the visualization technique, e.g. Treemap, CropCircles, etc,
- visualization parameters, e.g. colors, aggregation,
- an aggregated data assembly structure, consisting of a set of relations \( r \), each one equipped with a signature \( \sigma_r \)

The declarative definition of the data extraction and visualization configuration enables flexible combination of extractions and configurations. However, we have to ensure, that the structure of extracted data is compatible with the structure of data required for a visualization. For that purpose, we define the compatibility between visualization data extraction and visualization configuration based on matching signatures:

**Definition 3 (Compatibility).** A visualization data extraction \( vde \) is said to be compatible with a visualization configuration \( vc \) iff for each \( \sigma_r \) in \( vc \) there is a corresponding \( \sigma_q \) in \( vde \), such that the types and their positions in \( \sigma_q \) and \( \sigma_r \) match.

Note, that a visualization data extraction might provide more information than required for a certain visualization configuration.

### 3.3 Example application of the model

In this section we present a concrete application of the Linked Data Visualization Model. It describes the process to create a Treemap visualization of the DBpedia [25] class hierarchy with its data stages, transformations and operators used in each data stage.

**Data Stages**

- **RDF Data:** the DBpedia dataset containing RDF triples and its ontology.
- **Analytical Extraction:** tuples containing the class URI, its number of instances and its children.
- **Visual Abstraction:** data structure containing the class hierarchy.
- **View:** a treemap representation of the class hierarchy.

**Transformations**

- **Data Transformation:** SPARQL queries to obtain the analytical extraction. The concrete SPARQL queries are provided in the Example 1.
- **Visual Transformation:** a function that creates the class hierarchy from the tuples obtained in the analytical extraction stage.
- **Visual Mapping Transformation:** a function that transforms the class hierarchy into a Treemap using a concrete visualization library.
Stage Operators

- **SPARQL Operators**: DISTINCT, COUNT, GROUP BY, AS, FILTER, OPTIONAL.
- **Analytical Extraction Operators**: functions to parse the SPARQL queries results and convert them to a concrete format and structure.
- **Visual Abstraction Operators**: size of the treemap, colors.
- **View**: zoom in, zoom out.

Example 1 (Visualization Data Extraction). This example illustrates the elements of the Linked Data Visualization Model required for visualizing the DBpedia class hierarchy using a treemap.

**Compatibility check function**: The following SPARQL query is executed in order to check if this data extraction is compatible with the dataset. If the query returns a result the required information is present in the dataset and the data extraction is compatible.

```sparql
ASK WHERE {
  ?c rdf:type ?class .
  FILTER (?class=rdf:Class || ?class=rdfs:Class)
} LIMIT 1
```

**SPARQL Query to obtain root elements**: The following SPARQL query obtains the root elements of the class hierarchy and their labels if they exist.

```sparql
SELECT DISTINCT ?root ?label WHERE {
  FILTER (?class=rdf:Class || ?class=rdfs:Class)
  OPTIONAL {
  }
  OPTIONAL {
    FILTER(LANG(?label)="en" || LANG(?label)="")
  } FILTER(!isBlank(?super) && isURI(?root) && !isBlank(?root) && ?root!=owl:Thing)
}
```

**SPARQL Query to obtain children per element**: The following SPARQL query is used to obtain the parent of each class in the hierarchy and their labels if they exist.

```sparql
SELECT DISTINCT ?sub ?label ?parent WHERE {
  ?sub rdf:type ?class .
  FILTER (?class=rdf:Class || ?class=rdfs:Class)
  ?sub rdfs:subClassOf ?parent .
  FILTER(!isBlank(?parent) && ?parent!=owl:Thing)
  OPTIONAL {
    ?sub rdfs:subClassOf ?sub2 .
    OPTIONAL {
      FILTER(?sub!=?sub2 && ?sub2!=?parent && !isBlank(?sub2) && !bound(?sub3))
    }
  }
  OPTIONAL {
    FILTER(LANG(?label)="en")
  } FILTER(!isBlank(?sub) && !bound(?sub2))
}
```
### SPARQL Query to obtain number of resources per element

The following SPARQL query retrieves the number of resources of each class in the hierarchy.

```
SELECT ?c (COUNT(?x) AS ?n) WHERE {
  ?x rdf:type ?c .
  ?c rdf:type ?class .
  FILTER(?class=owl:Class || ?class=rdfs:Class)
} GROUP BY ?c
```

### SPARQL Query to retrieve a list of resources per element

The following SPARQL query retrieves a list of resources that belong to a concrete class (in placeholder %s).

```
SELECT DISTINCT ?x ?label WHERE {
  ?x rdf:type %s .
  OPTIONAL {
    FILTER(LANG(?label)='en' || LANG(?label)='')
  }
} LIMIT 10
```

---

**Example 2 (Visualization Configuration).** The visualization Configuration structure contains:

- Visualization Technique: Treemap,
- Visualization parameters:
  - Colors: random,
  - Aggregation: yes.

### 4 Implementation

Based on the Linked Data Visualization Model proposed, we have implemented a comprehensive prototype called **LODVisualization**. It allows to explore and interact with the Data Web through different visualizations. The visualizations implemented support the **Overview** task proposed by Shneiderman in his visual information seeking mantra. This way, our prototype serves not only as a proof-of-concept of our LDVM but also provides useful visualizations of RDF. These visualizations allow users to obtain an overview of RDF datasets and realize what the data is about: their main types, properties, etc.

LODVisualization is developed using [Google App Engine](https://developers.google.com/appengine). Google App Engine is a cloud computing platform for developing and hosting web applications on Google’s infrastructure. [Figure 3](#) shows the architecture of LOD-Visualization.

Steps 1 and 2 correspond to the LDVM data stage, in which users can enter an SPARQL endpoint and select the graphs to visualize. Step 3 corresponds to the data extraction stage, in which users can choose a data extraction available for the selected graphs. Step 4 corresponds to the visualization abstraction stage.
in which users can select a visualization technique compatible with the data extraction and some visualization parameters such as colors, size, etc. Finally, step 5 corresponds to the view stage and presents a concrete visualization to the users.

The frontend is developed using HTML, CSS and Javascript, while the backend is developed in Python. Most visualizations are created using the JavaScript Infovis Toolkit\(^9\) and D3.js \(\text{[26]}\). We have chosen them because they allow to create rich and interactive JavaScript visualizations and they include also a free license. We also use Google Maps and OpenStreetMaps to create geospatial visualizations. Data is transferred between SPARQL endpoints, the server and the client using JSON, which is the data format used by those libraries. Most SPARQL endpoints support JSON and can convert RDF to JSON, thus facilitating the integration with Javascript.

Instead of querying SPARQL endpoints directly using AJAX, queries are generated on the client side but sent to the server. The server acts as a proxy in order to avoid AJAX cross-domain requests. At the same time, the server provides a cache infrastructure implemented using GAE Datastore and GAE Blobstore. For each SPARQL query we generate an MD5 hash and store the hash along with the query results. The GAE Blobstore is used to save those results whose size exceeds 1MB since the Datastore has this limitation. When the server receives a query, the results are obtained from cache if available and not stale.

\(^9\) [http://thejit.org/](http://thejit.org/)
Fig. 4. LDVM implementation LODVisualization showing the DBpedia class hierarchy as a Treemap.

Otherwise, the query is sent to the SPARQL endpoint using the GAE URL Fetch API. Then, the hash of the query and its results are stored in the cache. The cache substantially increases performance, scalability and reliability of Linked Data visualizations by preventing to execute the same queries when users aim to visualize the same data extraction with different visualization techniques.

Our implementation includes so far 4 different data extraction types and 7 different visualization techniques. The available data extractions are: class hierarchy, property hierarchy, SKOS concepts hierarchy and geospatial data. The visualization techniques implemented are: Treemap, Spacetree, CropCircles, Indented Tree, Google Maps and OpenStreetMap. Figure 4 shows a concrete visualization example with the following parameters:

- Dataset: DBpedia.
- Data Extraction: class hierarchy.
- Visualization Configuration: Treemap, aggregation, random colors.

LODVisualization is compatible with most of SPARQL endpoints as long as JSON and SPARQL 1.1[10] are supported. Most of the data extraction queries use aggregate functions such as COUNT or GROUP BY, which are implemented starting from this version. Our implementation has a limitation: the response of each SPARQL query must be available in less than 60 seconds. This is the maximum timeout for requests using the GAE URL Fetch API. Nevertheless, longer requests could be performed using the GAE Task Queue API or an alternative infrastructure.

5 Evaluation

We have evaluated our implementation of the Linked Data Visualization Model with different datasets, data extractions and visualizations. The evaluation was performed with Google Chrome version 19.0.1084.46. Table 1 shows a summary of the evaluation results.

Timings for each concrete visualization were averaged from 10 execution cycles without cache and 10 execution cycles with cache. Despite using some of the largest datasets available on the Data Web, most of the visualizations can be generated in real-time (<5s rendering time) and the use of the cache further reduces the execution time substantially (<1s rendering time). However, in experiments #3 and #10 (SKOS concept hierarchies) the results had to be stored in the GAE Blobstore instead of the GAE Datastore due to their size. Accessing the Blobstore to retrieve those results is much slower than accessing the Datastore, but further optimizations are possible to increase performance in such cases.

Table 2 shows the timings for each visualization divided into the three transformations proposed in the LDVM: data transformation, visual transformation and visual mapping transformation.

Creating different visualizations for the same data extraction takes a similar time. This is due to the fact that most of the execution time can be attributed to the data transformation. The visual transformation timing depends on the size of the results to process. In the same way, the visual mapping transformation depends on the number of items to visualize. This number is particularly high in experiments #3 and #10, with a huge hierarchy of SKOS concepts.

However, it is important to highlight that the execution times are not really relevant for this evaluation. They depend mainly on the complexity of the
Table 2. Timing for each transformation: data transformation, visual transformation and visual mapping transformation.

<table>
<thead>
<tr>
<th>ID</th>
<th>SPARQL Query Templates (s)</th>
<th>Total</th>
<th>Visual Transformation (s)</th>
<th>Visual Mapping Transformation (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>#2</td>
<td>#3</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.4336</td>
<td>1.2741</td>
<td>0.7305</td>
<td>3.4382</td>
</tr>
<tr>
<td>2</td>
<td>1.2194</td>
<td>1.3423</td>
<td>0.7123</td>
<td>3.2740</td>
</tr>
<tr>
<td>3</td>
<td>3.5202</td>
<td>5.5424</td>
<td>35.9858</td>
<td>45.0484</td>
</tr>
<tr>
<td>4</td>
<td>2.0028</td>
<td>-</td>
<td>-</td>
<td>2.0028</td>
</tr>
<tr>
<td>5</td>
<td>1.6008</td>
<td>-</td>
<td>-</td>
<td>1.6008</td>
</tr>
<tr>
<td>6</td>
<td>0.7792</td>
<td>0.4860</td>
<td>0.6712</td>
<td>1.9364</td>
</tr>
<tr>
<td>7</td>
<td>0.98875</td>
<td>0.6757</td>
<td>0.5650</td>
<td>2.2295</td>
</tr>
<tr>
<td>8</td>
<td>0.9554</td>
<td>0.7334</td>
<td>1.5442</td>
<td>3.233</td>
</tr>
<tr>
<td>9</td>
<td>0.8914</td>
<td>0.8924</td>
<td>0.7016</td>
<td>2.4854</td>
</tr>
<tr>
<td>10</td>
<td>6.2942</td>
<td>6.4924</td>
<td>14.1782</td>
<td>26.9648</td>
</tr>
</tbody>
</table>

SPARQL queries required for the data extraction as well as on the availability of SPARQL endpoints or Google App Engine servers. The goal of our evaluation was to prove that the LDVM can be applied to different datasets providing different data visualizations. All these visualization examples are available on the website and it easy to create new ones.

6 Conclusions and Future Work

We presented the Linked Data Visualization Model (LDVM) that can be applied to rapidly create visualizations of RDF data. It allows to connect different datasets, different data extractions and different visualizations in a dynamic way. Applying this model, developers and designers can obtain a better understanding of the visualization process with data stages, transformations and operators. The LDVM offers user guidance on how to create visualizations for RDF data.

We have implemented the model as an application where it is possible to create generic visualizations for RDF. In our implementation we provide visualizations that support the overview task proposed by Shneiderman in his visual seeking mantra. These visualizations are useful for obtaining a broad view of the datasets, their main types, properties and the relationships between them.

Our future work will focus on complementing the Linked Data Visualization Model with an ontology. A visualization ontology can help during the matching process between data and visualizations, capture the intermediate data structures that can be generated and choose the visualizations more suitable for each data structure.

Regarding our implementation of the model, we plan to extend the library of data extractions and visualizations, e.g. charts or timelines. Having more data
extractions and visualizations will facilitate the creation of an ecosystem of data publication and data visualization approaches, which can co-exist and evolve independently.

Finally, based on the LDVM we aim to develop a dashboard for visualizing and interacting with linked data through different visualizations and other components. However, other Information Architecture components [27] such as facets or breadcrumbs are necessary to support other data analysis tasks and exploration.
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